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We Study Dynamic 3D Scene Generation
Recent work has modeled 3D temporal dynamics by jointly 
optimizing for consistency across both time and space. However, 
new work in 2D video models has suggested that strong 
temporal priors may be sufficient to learn correlation in space.

1. Can we generate 3D videos without 3D temporal priors?
2. What is the impact on performance of this change?
3. What is the impact of hyperparameters on 3D video quality?

Research Questions

Our Approach to 3D Video Generation
To create a model capable of generating 3D videos without 
modeling 3D temporal dynamics, we factorize the task into 
generating the 2D temporal dynamics of the scene (temporal 
seeding) and then generating 3D representations (multi-view & 
3D synthesis) of each timestep in the 2D scene.

Sample Generations

Methodology
• We use Stable Video Diffusion for both temporal seeding and 

multi-view synthesis (finetuned on Objaverse). We use 
Gaussian Splatting for 3D synthesis.

• We evaluate on the benchmark provided by Animate124.
• We evaluate using the CLIP-I score, which is defined as the 

average cosine similarity between the CLIP-features of the 
reference image and each frame in each 2D video rendering. 

Evaluation of 3D Video Quality

Evaluation of Varying Hyperparameters
We first evaluate reducing the number of views generated.

We then evaluate modifying the motion score.

1 MIT, 2 Databricks Mosaic AI, 3 Cornell Tech, * equal contribution

Vid3D: Synthesis of Dynamic 3D 
Scenes using 2D Video Diffusion


